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Abstract

In this paper, a new image processing method for evaluating the pupillary responses is described. This system is based on an eye-tracking
system, using eye tracking and pattern recognition techniques with appropriate hardware and software. This pupillary response evaluation
system includes a head-mounted display and a pinhole CCD camera. When the subject uses the head-mounted display to browse the
screen of a computer, the CCD camera catches images of the subject’s eye and transmits it to the computer. The program in the computer
calculates the location and size of the pupil in the images. The pupil area calculation weighting function, visual fatigue detection,
concentration detection, and eye/HMD slide compensation are included in the system. This allows the system to detect the pupil under
di8erent conditions. This system will know if anyone is using the system, then it evaluates the operating conditions of the subject, if the
adjustment is correct, and guides the operator in using the system. The experimental results veri:ed that this image system provides an
economical and e8ective method for evaluating pupillary responses.
? 2003 Elsevier Science Ltd. All rights reserved.
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1. Introduction

An eye-tracking interface to determine the position of a
user’s pupil and map this position into a point on a dis-
play screen is proposed [1–3]. This new human–machine
interface may not only solve many problems of people’s
lives but also play an important role in the control :eld.
With eyeball tracking, any change in the eyes can become a
new command. The applications for this eye-tracking system
include a computer interface design evaluation, computer
interface control, and aid control for the disabled. The data
can also provide quanti:ed information for ophthalmology
and psychology uses.
In military applications, a combination of heads-up dis-

play (HMD) and eye-tracking device for guiding weapons
systems frees the pilot’s hands for :ghting tasks. Usu-
ally, the device includes a detection device to detect
bio-electromagnetic signals or image sequences generated
by eye movements. Some eye-tracking techniques, which
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use contact lenses with induction coils, are so obtrusive
that they cannot be used for extensive periods and are thus
useless outside the laboratory. The optical one-point-type
eye-tracking device can measure the eye movements of sub-
jects who are seated in front of its infrared (IR) emitter,
which uses a non-contact method to obtain the Perkinje im-
age. As shown in Fig. 1, rays 1 and 4 of a Perkinje image
are useful for monitoring the eye. The pupil and cornea ap-
pear as a bright spot and a glint to an optical IR sensor.
The relationship between the pupil’s center and the IR glint
provides an eye-tracking system with gaze direction.
The eye-tracking system that we adopted has another

setup. A CCD captures the eye images and sends them to an
image capture card (Fig. 2). These images are then transmit-
ted into a PC for processing. A PC to TV encoder box can
simultaneously display a computer graphics video graphic
array (VGA) signal both on a PC monitor and an HMD. A
switch is used to select the video cassette recorder (VCR)
image or the “VGA” output of a compatible PC for the user.
Monitoring the pupillary response using this setup has the
advantage of being inexpensive, non-intrusive, automated,
and more serviceable. A pupil-meter is a device intended
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to measure the pupil diameter using reMected light, but this
system is expensive.
Generally, techniques for evaluating pupillary response

can be classi:ed into: (1) measuring the eye blink rate and
(2) measuring the pupil dilation to determine its relation-
ship with the information processed during vision attention,
i.e. watching a program or engaging in a task. For exam-
ple, in the eye-tracking experiments by Lin et al. [4], a
new search method, superior to the existing methods, was
used. The eye opening and closing actions activate addi-
tional commands, used for controlling robots. In order to
save much search time in the face’s image, this system uses
many checkers to search e8ectively in the binary shadows.
When coming across other features, it can quickly skip over
them without detailed template comparison. The method is
called diagonal-box checker search. This system allows the
handicapped an opportunity to perform some simple tasks
without the help of others. Wagner and Galiana [5] adopted
the template matching with correlation calculation to :nd
the locations of the eyes. Spindler and Chaumette [6] used
an o8-line calibration and gazed coordinates :ltering for
a visual serving task. Grattan and Palmer [7] and Grattan
et al. [8] developed a microcomputer-based system for the
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Fig. 1. Purkinje images.
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Fig. 2. The set up for measuring the pupillary responses.

disabled that relies upon di8erential reMection from the eye-
ball. The input blink is used to activate the data presentation
as a binary tree or matrix scan. Over the past 30 years, con-
sumer psychologists and marketing researchers have used
pupillometrics to design, advertise and test new products
[9]. The degree of interest can be measured by recording
the pupil size. Stewart established a physiological measure-
ment of advertising e8ect database to show that pupillary re-
sponse is related to the information-processing demands of a
task [10].
In incident visible light, the pupil of the eye is the black

center of the iris. The pupil allows light to enter the eye
by neurological input to the iris muscles which control
the pupil diameter. In a bright environment the pupil may
be constricted into an opening less than 2 mm in diam-
eter. In a dim environment the pupil may widen to over
8 mm. Such a change represents about a 17-fold increase
in the pupil area. The pupil changes size in response to
not only the ambient but also visual fatigue, excitement,
etc. That means that signals from the eye during focusing
also a8ect the size of the pupil. When someone is doing
close task, the pupil shrinks to sharpen the image. On the
contrary, the pupil becomes larger when one is watching
a distant object. Extensive use of pupillary constriction
can be made for researching the attention and cognitive
e8orts of human beings. A pupilometer is a device that is
strapped to the head of a subject with an optical sensor
aimed at his eye [11]. When the head movements are much
slower than the iris movements, Xie et al. [12] presented a
method for compensating head movements by using cas-
caded tracking of the white region and the dark region
in the eye’s image. Martin and Schovance [13] create the
musculotendon dynamics and the plant model of the eye
by using many biomedical informations including position
and velocity of eye, velocity of agonist muscle contraction
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and antagonist activation. Allison et al. [14], used an inte-
grated head and eye tracking system to investigate the com-
pensatory vestibulo-ocular responses. The measurement of
three-dimension viewing behavior requires relatively large
computational e8ort. Talmi and Liu used highlight detec-
tion and displacement vector transformation in the determi-
nation of the 3-D eye position [15]. In 3-D visualization of
multimedia systems, eye blinking can be detected by cal-
culating the values of the squared frame di8erences (SFD)
of the blocks of the facial image [16]. We can :nd that the
human visual tracking and evaluating system is a :eld of
signi:cant interest and importance.
Here, a new image-processing method is proposed for cal-

culating the location and size of the pupil using inexpensive
optical hardware. This pupillary response evaluation system
also provides compensation approaches to correct potential
experimental errors. As a result, the proposed method can
improve the accuracy of the pupil area measurement and de-
crease the computational task. These will be the objectives
of this paper.

2. Digital image processing method

2.1. Optical detection system

The PC can analyze and calculate the pupil opening and
direction of a subject. This measuring system provides a
pupil-analyzing program to determine the diameter of a pupil
in real time. After the program is initiated, an image is cap-
tured for judgement to determine the operating conditions.
The method for judging if the HMD and the CCD camera
are set to the correct position is to create four lattice im-
ages (which are adjustable and typically 80×80 pixels ) per
unit time, and then process each lattice image individually
(Fig. 3). In the experiments, we :nd the image contrast is
the best in red color channel if the user’s eye is black. We
obtain normalized red colour values gr from the gray-level
R, G and B colors of an image.

gr =
R

R+ G + B
:

Sli

(a) (b)

Fig. 3. Four lattice images for operating condition detection: (A) No user is wearing the HMD in the pre-operation condition and (B) in use.

Let

Si; j =
∑

gr
n

;

Vj = |Si; j − Si−1; j| × 0:25 j = 1 ∼ 4;

Vt = V1 + V2 + V3 + V4;

where gr is the gray level of the pixel red color, Si; j is the
average gray level of the red color of the jth lattice image in
ith image sequence, n is the pixel number of a lattice image,
and Vj is the variation in the average gray level of the red
color of the jth lattice image
The variation in the average gray level of the lattice image

Vt red color is larger than a speci:ed data. When Vt is small,
we can infer that there may be no subject wearing the HMD
device in the pre-operation condition. If the average gray
level of the red color of the lattice image Si; j is within a
speci:ed range, the program continues. If all of the average
gray levels of the lattice image are within range, the program
continues. If not, a digital movie :le in AVI format will
display how to place the hardware. While the HMD is in
use, the value Vt is calculated per minute. The system then
insures that there is no variation in the four lattice images
to insure there is no slide between the eye and the CCD.

2.2. The pupil area calculation weighting function

In Fig. 4, we can see that the shadow appears at the
lower-left when the user gazes at the right icon (the pupil
move to the left in the image). The shadow appears in the
right when the user gazes at the left icon, the top when the
user gazes at the top icon, and at the bottom when the user
gazes at the bottom icon. The shadow appears as dark as
the pupil and will calculate the error from the center of the
pupil. Next is an e8ective method to prevent the shadow
from inMuencing the calculations.
We can obtain the pseudo-center point of the pupil (Xc; Yc)

by calculating the centroid of the dark pixel from the bi-level
image threshold (see Fig. 5).

Xc =
∑ xi

n
; Yc =

∑ yi

n
;
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(a) (b)

(c) (d)

(e)

Fig. 4. The shadow appears when the user gazes at (A) the middle icon, (B) the left icon, (C) the right icon, (D) the top icon, and (E) the bottom icon.

where xi and yi are the x- and y-axis coordinates of a dark
pixel, n is the number of dark pixels. Assume that D is the
distance from the pseudo-center point of the pupil to a pixel
(xi; yi):

D =
√
(Xc − xi)2 − (Yc − yi)2:

Let R be the red color gray level of a pixel at the loca-
tion (xi; yi). Then set Rs as the gray level value after the
weighting operation and r as an adjustable constant:

Rs = R+
D
r
× �; when 5r ¿D¿r;

Rs = R+ r × 5; when D¿ 5r;

Rs = R; when D¡r:

A typical value for r is in the range from 20 to 100 in
our system. � is a weighting factor, �¿ 1. Accordingly, the

pixel in the pupil will obtain the value of Rs smaller than a
speci:ed data.

2.3. Eye/HMD slide compensation

In practice, we found that the average brightness variation
is not apparent if there is a slight slide between the eye
and HMD. We can see that there is a distinct change in the
lattice image histogram. The brightness distribution appears
as a hierarchical distribution. As shown in Fig. 6, :rst we
:nd the maximum number of pixels, Pm, in the lattice image
histogram:

Pm = max(Pi);

where Pi is the number of pixels in the histogram.
Suppose that the corresponding gray level for Pm in the

histogram is M . We can threshold M into two groups in the



C.-S. Lin et al. / Optics & Laser Technology 35 (2003) 505–515 509

x

y

cy

cxrxc − rxc+

ryc−

ryc+

r r

r

r

xA

yA

Fig. 5. The centroid (xc; yc) of the projected area.

lattice image. LetMlc andMrc denote the :rst-order moment
of the two groups:

Mlc =
∑M

i=1 iPi

N1
;

Mrc =
∑255

i=M iPi

N2
;

where i is the gray level, N1 is the pixel number from gray
level 0 to M and N2 is the pixel number from gray level M
to 255.
Let Plc and Prc denote the average number of pixels for

the two groups:

Plc =
∑M

i=1 Pi

M
;

Prc =
∑255

i=M Pi

255−M
:

Then, we obtain the angles �1 and �2 (as shown in Fig. 6):

�1 = cos−1

(Mlc −Mrc)(Mlc −M) + (Plc − Prc)(Plc − Pm)√
(Mlc −Mrc)2 + (Mlc −M)2

√
(Plc − Prc)2 + (Plc − Pm)2

;

�2 = cos−1

(Mrc −Mlc)(Mrc −M) + (Prc − Plc)(Prc − Pm)√
(Mrc −Mlc)2 + (Mrc −M)2

√
(Prc − Plc)2 + (Prc − Pm)2

:

In our setup, the horizontal slide Sli of the ith lattice image
can be expressed as

Sli = K1Q�1 + K2Q�2 + K3QM:
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Fig. 6. The relation of Pm, Plc and Prc.

The total horizontal slide Sl can be obtained using the sum-
mation of the sub-slides of the four lattice images.

3. Experiments

3.1. The 3eld depth

This measuring system provides an apparatus for measur-
ing pupil dilation comprised of:

1. A removable and attachable image capturing device for
capturing the image of the subjects’ eyeball in real time.

2. An image capture card, for receiving and processing the
eyeball images, calculating the position of the centroid
of the pupil and the pupil area.

3. A computer for receiving and analyzing the data from the
image capture card.

4. A PC to TV encoder box, which simultaneously displays
a VGA signal both on the PC monitor and the HMD.

5. A switch used to select the VCR or the “VGA” image
output to a compatible PC for the subject.

The light from the scene of the eye passes through the CCD
camera and is collected by a condenser lens and directed
toward the surface of a photodetector. The optical axis of the
CCD camera is not perpendicular to the eye view (Fig. 7). It
is important to evaluate the depth of the :eld in this system.
A single equation can be used to determine the relationship
between the eye and the image distances:
1
S ′ +

1
S
=
1
f

:

This means that the reciprocal of the eye distance, S, plus
the reciprocal of the image distance, S ′, equals the reciprocal
of the focal length of the lens f.
Here we adopt f = 5:5 mm, so the following data are

obtained:

When S = 60 mm; S ′ = 6:05 mm.
When S = 70 mm; S ′ = 5:96 mm.
When S = 50 mm; S ′ = 6:17 mm.
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Fig. 7. The geometric relation of the CCD camera and the subject.

Suppose that the image plane is closer to the lens, at a
distance S ′′, then the amount of blur b′ is given by [17]

b′ =
d(S ′ − S ′′)

S ′ ;

where d is the diameter of the lens aperture.
Let the maximum acceptable blur diameter be b. Then the

depth of :eld, D, is the di8erence between the near and far
plane distances:

D =
2bdfz(f + z)
d2f2 − b2z2

;

where z = df=b, called the hyperfocal distance. The depth
of the :eld in our system is about 25 mm.
In this measuring system, the VCR and display provide

video signals to an observer. At the same time, the pupil
image video signals are transmitted to the computer to cal-
culate the pupil area and transfer the diameter of the pupil
[18,19]. Here we tested this pupillary response measuring
system using the following simple experiments. The system
is set up in a dark room, but the tester was :rst sent out
for 15 min to ensure that the experiment might begin with
light-adapted eyes. From the beginning to the end of the
experiment, the visual fatigue and concentration detection
lasted at 2–3 min intervals.

3.2. Visual fatigue detection

Visual fatigue estimations have been obtained by autore-
gressive modeling over 100 consecutive samples. A fatigued
eye exhibits a reduction in visual mechanism responsiveness
as a direct result of stimulation. This is a phenomenon that
has been investigated experimentally using the relationship
in the variation in the pupil diameter or pupil’s area av. Let

av = an −
∑n−1

i=1 ai

n− 1 :

where av is the variation in the pupil area, an is the average
pupil area during the nth period, ai is the average pupil area
during the ith period, and n is the number of periods.
If the value of av is larger than a threshold value, we infer

that the subject is fatigued.
When the period is short, the variation in the pupil area

provides useful information for distinguishing blinking from
other motions of the eye.
Let nbl denote the amount of eye blink and we obtain

nbl = n′bl + 1 when an
∼= 0 and av ¿ 0; a′v ¡ 0;

where n′bl and a′v are the number of eye blinks and the vari-
ation in the pupil area in the last time.



C.-S. Lin et al. / Optics & Laser Technology 35 (2003) 505–515 511

3.3. Concentration detection

In a concurrent pupil measuring system study valida-
tion, the pupillary response and location information were
obtained simultaneously. The location information with
concurrent test validity evidence is usually desirable for
achievement tests in our system. Let

a1 =
∑N

i=1 xi

N
; a2 =

∑N
i=1 yi

N
;

X =
∑n1

i=1 xi

n1
; when (xi − a1)6 10;

Y =
∑n2

i=1 yi

n2
; when (yi − a2)6 10;

where a1 is the average value of x-axis coordinate, a2 is
the average value of y-axis coordinate, N is the number
of image sequences, X is the x-axis coordinate of the gaze
point, Y is the y-axis coordinate of the gaze point, n1 is the
number (x − a1)6 10 in the image sequence, and n2 is the
number (y − a2)6 10 in the image sequence.
We can calculate the centroid (xc; yc) of the projected

area (Fig. 5).

xc =
∑n

i=1 xi

n
; yc =

∑n
i=1 yi

n
;

Ax =
nx

n
; Ay =

ny

n
;

where n is the total number of the image sequence. nx is
the case number xc− r ¡xi ¡xc + r, ny is the case number

(a) (b)

(c) (d)

Fig. 8. The test pattern for di8erent contrast viewing pattern experiments.

yc − r ¡yi ¡yc + r, Ax is the xc − r ¡xi ¡xc + r ratio
to the total area, Ay is the ratio of the yc − r ¡yi ¡yc + r
area to the total area.
The ratio Ax and Ay can be used to detect the subject’s

concentration level. The valuesAx andAy must be larger than
the threshold value to ensure that the experimental result is
valid.

4. Results and discussion

4.1. Results of simultaneous contrast experiment

The interesting phenomena that the vision system exhibit
related to brightness are the Mach Band e8ect and the si-
multaneous contrast. This phenomenon clearly demonstrates
that perceived brightness to the eye is not a simple function
of intensity. In the test patterns (Fig. 8(a)–(d)) for the si-
multaneous contrast viewing pattern experiments, di8erent
contrasts but of the same brightness in the center square were
presented. This means that the center squares had exactly
the same intensity, but they appeared progressively lighter
as the background became darker. The screen was replaced
by a totally bright picture for an interim and then refreshed
the eye the next pattern for 5 s period. The illumination of
the square was held constant and the intensity of the back-
ground diminished with the contrast allowed to vary incre-
mentally. The results of the experiment are shown in Fig. 9.
We can see that the pupillary response actually varies based
on the average brightness observed.
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Fig. 9. Di8erent contrast viewing pattern experimental results.

Fig. 10. The test pattern for the di8erent brightness viewing pattern experiments.
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Fig. 11. Di8erent brightness viewing pattern experimental results.

4.2. Di7erent brightness viewing patterns

The human vision system responds to a wide range of
brightness levels. It is well known that the pupil diameter
is a function of the ambient illumination. Instead of keep-
ing the eye in the dark or in bright long enough to obtain
practically complete dilation, we exposed the eye to di8er-
ent brightness levels at short intervals (5 s). Fig. 10 rep-
resents the test pattern for the di8erent brightness viewing
pattern experiments. The experimental results are shown in
Fig. 11. The pupil diameter varied from 3.5 to 6:5 mm, and
was limited by the dark threshold and glare limit.

4.3. Di7erent contrasts with same average brightness
viewing patterns

Fig. 12 represents the test patterns for the di8erent contrast
and same average brightness viewing pattern experiments.
As shown in Table 1, let the background brightness be I1, the
brightness of the square I2. Then the image contrast depends

on QI .

QI = I2 − I1:

If the object area is A2 and the background area is A1, we
can obtain the average brightness RI of the whole image

RI =
I1 · A1 + I2 · A2

A1 + A2
:

The average brightness of all of the testing patterns is 127,
as shown in Fig. 12. Fig. 13 shows the di8erent contrast
and same average brightness viewing pattern experimental
results (see Table 1).

4.4. Selective adapts to spatial frequencies and contrast

To determine a subject’s selective adaptation to spatial
frequencies and contrast, the subject looks at a grating of
the same brightness for about 5 s. Then the screen is re-
freshed and the subject looks brieMy at the next test grating.
Fig. 14 represents the test patterns for the straight grating
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Fig. 12. The test patterns for di8erent contrast and same average brightness viewing pattern experiments.
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Fig. 13. The di8erent contrast and same average brightness viewing pattern experimental results.

Table 1
The brightness of the background and the object

Image no. Brightness of Brightness of QI
background (I1) object (I2)

(a) 0 255 255
(b) 63 191 128
(c) 127 127 0
(d) 191 63 −128
(e) 255 0 −255

(a) (b) (c) (d) (e)

Fig. 14. The test patterns for straight grating view experiments.

Table 2
The brightness of the fringes in grating

Image no. Brightness of Brightness of QI
dark fringe (I1) white fringe (I2)

(a) 127 127 0
(b) 95 159 64
(c) 63 191 128
(d) 31 223 192
(e) 0 255 255
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Fig. 15. The straight grating view experiment results.

Table 3
The fatigue detection and concentration evaluation

Time The number of The variation in the Ratio Ax Ratio Ay

eye blink, nbl pupil area, av (mm2)

1 min 9 times/min 0 100 100
30 min 12 times/min 0:723 98.5 96.2
60 min 14 times/min 0:211 95.1 94.4
120 min 14 times/min −0:117 86.2 85.9
180 min 20 times/min −0:025 84.2 83.8
240 h 23 times/min 0:512 75.2 74.3

experiments. As shown in Table 2, the brightness is I1 in the
dark fringe and I2 in the white fringe. The average brightness
of the whole image was 127. Fig. 15 shows the results from
viewing the straight grating experiments. We can see that
there is about 0:5 mm variation in the diameter of the pupil.

4.5. Fatigue detection and concentration evaluation

Fatigue detection and concentration evaluation can be
done by analyzing the di8erences in pupil area and locations
in successive eye images. Table 3 shows an example of a
user engaged in a long-time reading task. The variation in
the pupil area av reveals the task is heavy or easy. When
the text is complicated or the pattern is in low contrast, the
value of av will be positive. When the user feels fatigued,
the number of eye blinks increase and the ratios Ax, Ay

decrease.

5. Conclusion

A new image-processing method to calculate the loca-
tion and size of the pupil in an image with an inexpensive
optical hardware was proposed. This system comprised of
heads-up display (HMD) and eye-tracking device, allows
detection under di8erent conditions. This system evaluates
the operating conditions of the subject, whether the adjust-
ment is correct, and guides the operator in using the system.
The experiments used to verify the pupillary response used a
new image-processing method. Additional experiments and
system veri:cation are needed. This measurement system
will provide more understanding about pupil behavior and

response. The data can also provide quanti:ed information
for ophthalmology and psychology use.
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